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Artificial Intelligence in
otorhinolaryngology

The vast majority of those with hearing loss do not receive treatment and those
who do often receive only limited benefits.

Machines have already achieved human-like performance in important hearing-

related tasks such as automatic speech recognition (ASR) and natural language
processing.

Eye screening technologies based on deep neural networks (DNNs) are already
in worldwide use.

Middle ear Auditory nerve Cortex
* Transmission * Dynamic range fractionation * Attention
* Impedance * Envelope and phase extraction * Learning and memory

matching

'\} . *Speech and language

Inner ear Brainstem
* Frequency decomposition * Feature extraction
* Amplification * Binaural processing

* Compression * Feature integration 6



The auditory system and its disorders

Middle ear Auditory nerve Cortex

* Transmission * Dynamic range fractionation * Attention

* Impedance * Envelope and phase extraction * Learning and memory
matching

Inner ear Brainstem

* Frequency decomposition * Feature extraction
* Amplification * Binaural processing 7
* Compression * Feature integration




Middle ear infection

/

One example is middle ear infection (otitis media), which is the most frequent
reason for children to visit the doctor, take antibiotics, and have surgery.

Despite its prevalence, the diagnosis of different middle ear conditions by
clinicians remains problematic.

Accuracy has been estimated at 50% for non-specialists and 75% for
specialists.

[

Thus, the application of Al to the diagnosis of middle ear conditions could bring
dramatic improvements in both efficacy and accessibility.
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Evaluating the generalizability of deep learning
image classification algorithms to detect middle ear
disease using otoscopy

* Diagnostic categories consisted of (i) normal or (ii)
abnormal.

* Deep learning methods were used to develop
models to evaluate internal and external
performance.

Eardrum seen
through otascope

e Middle ear

Scientific Reports volume 13, Article number: 5368 (2023) 9



https://www.nature.com/srep

Development and validation of a smartphone-based
deep-learning-enabled system to detect middle-ear
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conditions in otoscopic images

* Deep learning (DL) may assist
clinicians in interpreting otoscopic
images.

* DL model was trained using 41,664
otoscopic images, and its
diagnostic accuracy was evaluated
by calculating class-specific
estimates of sensitivity and
specificity.

e 11 diagnostic classes:

7 ’/
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a Normal, b wax plug, c eardrum
perforation, d otitis media with
effusion, e cavity after cholesteatoma

e
T
2 -
'
. v
removal, f otitis

externa, g tympanosclerosis, h acute otitis \
media, i external auditory canal .
osteoma, j foreign body, k tympanic graft.

npj Digital Medicine volume 7, Article number: 162 (2024) 10
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https://www.nature.com/npjdigitalmed

The Smart Scope system.

——

The model was then
incorporated into a
smartphone app
called i-Nside.
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Analysis Results

It seems that something is wrong with a
confidence index of

100 over 100.

Trust Rate
100/100

It seems that your eardrum

suffers from

Wax plugs 99/100

Perform assisted diagnosis

12



Efficient and accurate identification of ear
diseases using an ensemble deep learning
model

Scientific Reports volume 11, Article number: 10839 (2021)



https://www.nature.com/srep
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Using Machine Learning to Predict Sensorineural
Hearing Loss Based on Perilymph Micro RNA

Expression Profile

* Hearing loss (HL) is the most common neurodegenerative disease worldwide.

* Despite its prevalence, clinical testing does not yield a cell or molecular based
identification of the underlying etiology of hearing loss making development of

pharmacological or molecular treatments challenging.

* A key to improving the diagnosis of inner ear disorders is the development of
reliable biomarkers for different inner ear diseases. Analysis of microRNAs
(miRNA) in tissue and body fluid samples has gained significant momentum as a

diagnostic tool for a wide variety of diseases.

A first step in developing mIiRNAs as
biomarkers for inner ear disease is linking
patterns of miRNA expression in perilymph to
clinically available metrics.

Using machine learning (ML), we demonstrate
we can build disease specific algorithms that
predict the presence of sensorineural hearing
loss using only miRNA expression profiles.

Scientific Reports volume 9, Article number: 3393 (2019)

Sensorineural Hearing Loss

QOuter Ear Middle ear
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Efficient and accurate identification of ear
diseases using an ensemble deep learning
model

Eardrum & EAC
n=10,544

' Tumors
n=179

Normal Abnormal
n=6,202
*Normal '
n=4,342 Obstructed drum / Visible drum,
EAC / middle ear EAC, middle ear
*Tumor n=5,709
n=493 | L 1 Otitis externa %
' % Pathologic Eardrum  EAC  myringitis
Previous scar K & middle ear pathologic | *Myriaom-
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EAC Tumors
Healed . Tympano- n=259
perforation sclerosis
n~557 n=224 Middle ear

Perforation / Retraction Se_rious '

*Tp ( *Aradom otitis media
=3,370 n=1,122 ¥ *Ome

e V' n=787

Scientific Reports volume 11, Article number: 10839 (2021)
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Artificial intelligence approaches for tinnitus
diagnosis: leveraging high-frequency audiometry
data for enhanced clinical predictions

machine learning to improve the diagnosis of tinnitus using high-frequency
audiometry data.

* A Logistic Regression (LR) model was developed alongside an Artificial Neural
Network (ANN) and various baseline classifiers to identify the most effective
approach for classifying tinnitus presence.

The methodology encompassed data preprocessing, feature extraction focused
on point detection, and rigorous model evaluation through performance metrics
including accuracy, Area Under the ROC Curve (AUC), precision, recall, and F1
scores.

Types of Tinnitus

Subjective Tinnitus Objective Tinnitus

Caused by abnormal nerve activity in Caused by physiologic process near
auditory cortex. You perceive a sound middle ear, like a muscle spasm.
that's not there. A sound is being made.

Front. Artif. Intell., 07 May 2024 Sec. Medicine and Public Health 18



Conformal in-ear bioelectronics for visual and
auditory brain-computer interfaces

Nature Communications volume 14, Article number: 4213 (2023) 19



https://www.nature.com/ncomms

EEG-based diagnostics of the auditory system
using cochlear implant electrodes as sensors

* The cochlear implant is one of the most successful medical prostheses, allowing
deaf and severely hearing-impaired persons to hear again by electrically
stimulating the auditory nerve.

e A trained audiologist adjusts the stimulation settings for good speech
understanding, known as “fitting” the implant. This process is based on
subjective feedback from the user, making it time-consuming and challenging,
especially in pediatric or communication-impaired populations.

* Furthermore, fittings only happen during infrequent sessions at a clinic, and
therefore cannot take into account variable factors that affect the user’s
hearing, such as physiological changes and different listening environments.

* from the implanted intracochlear electrode array in human subjects, using
auditory evoked potentials originating from different brain regions.

An elegant solution is to record the neural
signals using the implant itself.

Here, we record continuous
electroencephalographic (EEG) signals

Scientific Reports volume 11, Article number: 5383 (2021) 20
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Artificial Intelligence for Hearmg
Loss AN

* 1) Closed Captioning Personalization

e Medical device company Cochlear has developed closed
captioning personalization technology, which uses natural
language processing to personalize closed captioning.

e The tech uses Al to transcribe live conversations in real-time,
while also translating sign language to text quickly. The company
has developed an Al assistant that helps in adjusting the sound
processor of an auditory aid in order to fit the exact parameters
of a person’s ear shape and disability.

* This process is called “fitting” or “programming” and it’s designed
to create a balance of loudness and softness of sound, giving
users the most fully-functional hearing system possible.

21



Auditory Al Assistants

Auditory Al assistants are essentially more advanced hearing aids that
help determine the best fit based on an individual’s cochlear implant.

The technology helps to improve patient outcomes, while also improving
their hearing with daily tasks. San Francisco-based Ava has developed a
mobile app with natural language processing that transcribes
conversations in real-time.

e Every participant in a conversation needs to download the app to make
it happen as it allows users to utilize the microphone on their devices.
By speaking into the microphone, the app uses natural language
processing software to gather the dialogue and transcribe it for
everyone to hear in real time.

22




Sound Isolation




Prediction of Language on
Cochlear Implants




Deep learning for the fully automated
segmentation of the inner ear on MRI

* segmentation of anatomical structures is valuable in a variety of tasks, including
3D visualization, surgical planning, and quantitative image analysis.

* Manual segmentation is time-consuming and deals with intra and inter-
observer variability.

 To develop a deep-learning approach for the fully automated segmentation of
the inner ear in MRI, a 3D U-net was trained on 944 MRI scans with manually

segmented inner ears as reference standard.

Training set ' Validation set ' Test set
A. Image acquisition center A center A center B center C center D
2015-2019 2005-2015 2008-2017 2005-2015 2014-2017
n=944 ) : n=99 j s =50 =106 21 )

Manual segmentation

> A o " ‘_J 0.45¢
045
7 V - T\ =58 ;
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Data augmentation \ Trainin g the model
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Data pre-processing
2 3

B. Manual
segmentation
& data pre-processing
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Scientific Reports volume 11, Article number: 2885 (2021) 25



https://www.nature.com/srep

26



In-ear integrated sensor array for the
continuous monitoring of brain activity and
of lactate in sweat ° ‘

Nature Biomedical Engineering volume 7, pages1307—-1320 (2023) 27



https://www.nature.com/natbiomedeng

Bioacoustic Al to make sense
of animal sounds




An intelligent artificial throat with sound-
sensing ability based on laser induced
graphene

e Traditional sound sources and sound detectors are usually independent and discrete
in the human hearing range.

* To minimize the device size and integrate it with wearable electronics, there is an
urgent requirement of realizing the functional integration of generating and
detecting sound in a single device.

« Here we show an intelligent laser-induced graphene artificial throat, which can not
only generate sound but also detect sound in a single device.

intelligent artificial throat will significantly assist for
the disabled, because the simple throat vibrations
such as hum, cough and scream with different
intensity or frequency from a mute person can be
detected and converted into controllable sounds.
Furthermore, the laser-induced graphene artificial
throat has the advantage of one-step fabrication,
high efficiency, excellent flexibility and low cost, and
it will open practical applications in voice control,
wearable electronics and many other areas.



https://www.nature.com/ncomms
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Artificial Intelligence-based methods in head
and neck cancer diagnosis

Input Feature extraction Machine learning Predictions
: Cellularity
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British Journal of Cancer volume 124, pages1934-1940 (2021)



https://www.nature.com/bjc

Head and neck Cancer

® Histology whole slide images
¥ Radiological imaging ‘

% Hyperspectral imaging

Endoscopic/clinical imaging

= Clinicopathologic and genomic data
¥ Multimodal optical imaging
® Infrared thermal imaging
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Mixed-modality speech recognition and
interaction using a wearable artificial throat

Nature Machine Intelligence volume 5, pages169-180 (2023) 33
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Continuous monitoring

e Post-surgical treatments of the human throat often require
continuous monitoring of diverse vital and muscle activities.

 However, wireless, continuous monitoring and analysis of these
activities directly from the throat skin have not been developed.

e fully integrated standalone stretchable device platform that
provides wireless measurements and machine learning-based
analysis of diverse vibrations and muscle electrical activities from
the throat.

* We demonstrate that the modified composite hydrogel with low
contact impedance and reduced adhesion provides high-quality
long-term monitoring of local muscle electrical signals.

 We show that the integrated triaxial broad-band accelerometer
also measures large body movements and subtle physiological
activities/vibrations.



Google Al could soon use a person’s
cough to diagnose disease

Disgnoss:
« COFPD

- Croup

- Pertussis

- Asthma

- Fncumonia
- Bronchiclitis
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An ultralight, flexible, and biocompatible all-fiber
motion sensor for artificial intelligence wearable
electronics

New-generation human body motion sensors for wearable
electronics and intelligent medicine are required to comply
with stringent requirements in terms of ultralight weight,

flexibility, stability, biocompatibility, and extreme precision.

Conventional sensors are hard to fulfill all these criteria due
to their rigid structure, high-density sensing materials used
as the constituents, as well as hermetical and compact
assembly strategy.

an ultralight sensing material based on radial anisotropic
Borous silver fiber FRAPSF), which has been manufactured
y phase separation and temperature-controlled grain
growth strateEy on a modified blow-spinning system. The
resistance of RAPSF could be dynamically adjusted

depending on the deflected shape.

npj Flexible Electronics volume 6, Article number: 27 (2022) 41
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Speaking without vocal folds using a §

/’(}‘:ﬂ':

Nature Communications volume 15, Article number: 1873 (2024) 42
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Challenges and Ethical Considerations
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Note that!!

* Al 1s not a replacement, It 1s an assistance.
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Prevention

Early
Detection

Recurrence
Prediction

Treatment
Selection and
Analysis

Critical
Decision
Making

Mortality and
Morbidity
Prediction

Post Hospital at Home
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